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Solidification cracking in AM, casting & welding

Santillana, B., et al.,MMTA, 2012. 43(13); Lee 
Aucott, PhD thesis University of :Leicester

W. J. Sames, F. A. List, S. Pannala, R. R. Dehoff & S. S. Babu (2016): 
The metallurgy and processing science of metal additive 
manufacturing, International Materials Reviews
John C. Lippold(2015): Welding Metallurgy and Weldability, 
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The limit of theories and models
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Though it has been widely studied, until now no theory or model exist 
that can explain solidification cracking phenomena, considering all 
factors mentioned before

Li, S. & Apelian, D. HOT TEARING OF ALUMINUM ALLOYS 
A CRITICAL LITERATURE REVIEW. International Journal of 
Metalcasting, 2011, 5 
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Neural Network
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•NN a data based and data driven method

•Deep learning (deep neural network)

•Problems of multiple variables and complexity, e.g. 
solidification cracking
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number of input: R

The basic unit of neural network



S-neuron, one-layer network



Three-layers Network  

Beale, M.H., M.T. Hagan, and H.B. Demuth, Neural Network Toolbox™ User's Guide.
2016: The Mathworks Inc.



Changing NN’s parameters θ (i.e. weights w and bias b) 
to minimize mse (mean square error) and msw (mean 
square weight, in order to improve generalization)

Backpropagation algorithm (most popular one in 
training)
Training/testing dataset: evaluate the reliability of a 
NN

Training process 

J(θ)=



3 Work Routes

Histogram & Scatter Matrix

Support Vector Machine (SVM), etc. 
Machine learning (ML) methods 

1-2 hidden layers

≥3 hidden layers
(Deep learning)
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487 testing data：487*22 matrix
21 input: composition and test parameters
1 output: TCL

Stainless Steel Varestraint Test Dataset



Weldability Varestraint Test 
Lundin: WRC509 Weldability and 
hot ductility behavior of nuclear 
grade austenitic stainless steels

Varestraint SCS test: include three type factors in one 
test  : composition factors, processing parameters, and 
strain
Total crack length (TCL): indicator for SCS
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Accuracy vs. Neuron Number (1 Hidden 
Layer SNN)

Neuron number 

1-35



Accuracy vs. Depth of Neural Network 

The structure of  deep neural 

network: 

Using the 21 inputs- (5-4-3-3) 

- 1output DNN as an example

Random initiation
Initiation using 
stacked auto-encoders



The equations and its weights & bias of 
the optimal DNN



Prediction Using Trained DNN

Small change in 
composition,
Big change in 
TCL (SCS)
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Conclusions:

1 Increasing neuron number does not improve the 
prediction accuracy of NN  when neuron number 
larger than a number in one hidden layer NN (last 
generation one hidden layer SNN )

2 The prediction accuracy of NN can be improved 
through  increasing hidden layer number (using deep 
learning NN) 

3 Multiple variables and nonlinear Problems in 
material process, e.g. SCS, can be solved using NN



Thank you!


